Abstract—Malicious software, also known as malware, is a huge problem that costs consumers billions of dollars each year. To solve this problem, a significant amount of research has been dedicated towards detecting malware. In this paper, we introduce a genetic and evolutionary feature selection technique for the identification of HTML code associated with malware. We believe that there may be an association between malware and the HTML code that it is embedded in. Our results show that this technique outperforms previous techniques in terms of recognition accuracy as well as the total number of features needed for recognition.
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I. INTRODUCTION

It is estimated that in the US alone, malicious software (malware) costs consumers billions of dollars each year [1]. In an effort to reduce this cost, a significant amount of research has been dedicated to detecting malware [2]-[5]. The primary goal of these detection techniques involves determining if a software sample has malicious intent or not. This process is typically done by analyzing the behavior or structure of software [2]-[5].

While malware detection has improved significantly, the application of author identification [18] would be effective and complementary with existing approaches. This research should not be mistaken as identity verification [14]. The intention is to identify authorship of source code, not to verify the identity of that author. The goal of this research is to improve author identification techniques to classify an HTML sample as being associated with malware or not.

The remainder of this paper is as follows. Section II provides a background on behavioral biometrics [9], unigram based feature extraction [13], and genetic and evolutionary feature selection [20]. Section III presents our methodology and Section IV describes our experiments. Our results are provided in Section V, a discussion is provided in Section VI, and our conclusions and future work are presented in Section VII.

II. BACKGROUND

A. Behavioral Biometrics

Biometrics is the area of research devoted to identifying individuals using physiological or behavioral characteristics [9]. A typical biometric system consists of 4 modules: a sensor, a feature extraction module, a matching/decision module, and a database module. When an individual is authenticated with a biometric system, the sensor module takes a sample of the individual. Depending on the biometric modality being used, the sample could be in the form of an image, a recording, etc. The feature extraction module then extracts discriminant features from the sample. These features are usually represented in a feature vector. The matching module compares the newly acquired feature vector to feature vectors previously enrolled in the database.

Behavioral biometrics is a subset of biometrics and includes modalities such as signature, keystroke, voice, gait, etc [10]. Unlike physiological biometrics, behavioral biometrics deals with how an individual acts [11]. The collection of behavioral biometrics is generally cost effective [12]. This makes it ideal for use in identifying authors of HTML code associated with malware.

B. Author Identification

Authorship analysis is the process of identifying the author of an anonymous text, or text whose authorship is not clear [13]. The most extensive use of authorship analysis falls in literature with studies such as the Federalists papers and Shakespeare’s work, but has made a leap into the modern era with source code [16]. Since source code has the potential to be unique based on its’ author, it becomes appropriate to try and inspect the elements that make it unique from author to author. As described by [17], the key to identifying the author of harmful code is by evaluating the appropriate body of code and identifying appropriate features for comparison. Features such as the use of white space, indentation, variable names, and the levels of readability all contribute to the authenticity of an author [18].

This paper applies the concept of author identification, a subset of authorship analysis, to HTML code associated with malware samples. The process of author identification involves comparing the features of a sample to another sample [15], [20]. Previous research in this area has resulted in a variety of ways to extract and evaluate features from a particular sample. In [15], the feature extraction technique extracted 170 style-based features including, but not limited to, the number of blank lines, the average sentence length, and the total number of function words. When dealing with source code there are less stylistic features and more lexical features to focus on [21]. In this case an N-Gram
based feature extraction technique may be more suitable
since this approach is able to capture a trace of style, lexical
information, punctuation and capitalization [19].

C. Genetic and Evolutionary Feature Selection

Genetic and Evolutionary Feature Selection (GEFeS) and
Genetic and Evolutionary Feature Selection and Weighting
(GEFeWS) [20] are feature selection techniques used to
evolve a near-optimal/optimal subset of features in order to
maximize accuracy and minimize computational
complexity (as measured in feature comparisons for
matching). In order to perform feature selection, a genetic
algorithm is used to evolve a set of feature weights. A
feature weight is a real value between zero and one. In the
set of feature weights, there is a weight that corresponds to
each value in the feature vector. A feature mask (FM) is
then created from this set of feature weights.

To create a feature mask (FM), a masking threshold is
used. A masking threshold is a value used to determine if a
feature will contribute in the matching process. In GEFeS if
the feature weight is above the masking threshold, the FM
value is set to 1.0. Otherwise, the FM value is set to 0.0 and
the corresponding feature will not contribute in the
matching process. Similarly for GEFeWS, if a feature’s
weight is below the masking threshold the FM value is set
to 0.0; however if the feature’s weight is above the masking
threshold the weight remains as is in the FM.

III. FEATURE EXTRACTION

A. Uni-Gram Style Feature Extraction

Research has shown, that the frequency of individual
characters within a document can be one of the most
effective identifiers for Author Identification [13].

The first step in character uni-gram feature extraction is
to count the frequency of each character and the total
number of characters in a sample. Once these frequencies
have been counted, each character frequency is then divided
by the total number of characters. A feature vector is then
created for each sample in the dataset. An example of the
types of characters that can be used in uni-gram FE is
shown in Fig. 1.

B. Stylometric and Structural Features

Stylometric and structural feature extractors can calculate
style-based features that may include, but are not limited to,
word length frequency distribution, the total number and
frequency distribution of function words, total number of
words, total number of distinct words, and total number of
characters [15], [20].

One such feature extractor is described by O. de Vel et al.
in [15]. The described feature extractor produces feature
vectors with a total of 170 style marker attributes and 21
structural attributes. A list of the stylometric features
proposed by O. de Vel et al. is shown in Fig. 2. Their
proposed structural features are specific to email content
such as quoted text position when replying, HTML tag
frequency, and greeting/salutation acknowledgments.

<table>
<thead>
<tr>
<th>Stylometric Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of blank lines/total number of lines</td>
</tr>
<tr>
<td>Average sentence length</td>
</tr>
<tr>
<td>Average word length(number of characters)</td>
</tr>
<tr>
<td>Vocabulary richness i.e., V/M</td>
</tr>
<tr>
<td>Total number of function words/M</td>
</tr>
<tr>
<td>Function words (122)</td>
</tr>
<tr>
<td>Total number of short words/M</td>
</tr>
<tr>
<td>Count of hapax legomena/M</td>
</tr>
<tr>
<td>Count of hapax legomena/V</td>
</tr>
<tr>
<td>Number of characters in words/C</td>
</tr>
<tr>
<td>Number of alphabetic characters in words/C</td>
</tr>
<tr>
<td>Number of upper-case chars/C</td>
</tr>
<tr>
<td>Number of digit characters in words/C</td>
</tr>
<tr>
<td>Number of white space characters/C</td>
</tr>
<tr>
<td>Number of space characters/C</td>
</tr>
<tr>
<td>Number of space characters/white space characters</td>
</tr>
<tr>
<td>Number of tab spaces/C</td>
</tr>
<tr>
<td>Number of tabs spaces/number of white spaces</td>
</tr>
<tr>
<td>Number of punctuations/C</td>
</tr>
<tr>
<td>Word length frequency distribution/M (30)</td>
</tr>
</tbody>
</table>

Fig. 2. Stylometric features proposed by O. de Vel et al. [15]

IV. EXPERIMENTS

For our experiments, we use a dataset of 116 HTML
samples. This dataset consists of 58 HTML samples
associated with known malware, and 58 samples from
known legitimate news websites. We then divide each of
the samples into 3 equal instances and perform feature
extraction on each of the sections, resulting with a set of
348 feature vectors. These feature vectors are stored in a
file together each on a separate line. Preceding each feature
vector is a value we call an ID. Each of the feature vectors
is labeled with two separate IDs, one signifies if the sample
is associated with malware and the other is a unique ID
given to each full size HTML sample. When a full size
sample is divided into thirds each third retains the unique
ID of the original full size sample.

These feature vectors are then divided into a probe set
and gallery set. The probe set represents the inputs into the
system. The gallery set represents the database of the
system. The first instance of each sample is put in the
probe set. The last two instances are put in the gallery set.
Each instance in the probe set is then compared to all of the
instances in the gallery set.

To compare two instances, the Manhattan distance of the
feature vectors are calculated. The Manhattan distance is
calculated by taking the distance between two vectors. In
this instance we take the distance between each instance in
a probe set and each instance in a gallery set. The formula for weighted Manhattan distance is shown in Equation (1), where \( w \) is the set of weights, \( v_1 \) is one feature vector and \( v_2 \) is the other. While performing feature selection with GEFeS each weight \( w_i \) is either a one or a zero.

\[
d_{w} = \sum w_i \cdot |v_{1i} - v_{2i}|
\]

(1)

After a probe instance has been compared to each gallery instance, the gallery instance that is closest to the probe is considered its mate. If the gallery instance came from a different sample than the probe instance, an error is recorded.

Separate sets of experiments were performed to target our two specific goals. One set of experiments aims to match the IDs signifying the feature vectors association with malware. If a feature vector in the probe set has an ID signifying that it is associated, but matches a feature vector in the gallery set that is not associated with malware an error is recorded and vice versa. We refer to these experiments as malware association experiments. Our other set of experiments aims to match the ID given to each full length HTML sample. When a feature vector in the probe set matches a feature vector in the gallery set, with a different ID than its own, an error is recorded. We refer to these experiments as source identification experiments.

V. RESULTS

These results were obtained by using X-TOOLS to perform feature selection. X-TOOLSS is a suite of genetic and evolutionary computations (GECs) that are used to find the optimal or near optimal solution. X-TOOLSS uses GECs to evolve a population of candidate solutions (CS) and assign them a fitness. In this research, GEFeS uses a Steady State Genetic Algorithm (SSGA) and an Estimation of Distribution Algorithm (EDA) to evolve a feature mask (FM) and select the most significant features. A steady-state genetic algorithm (part of X-TOOLSS [8]) is used with a population size of 20, uniform crossover, Gaussian mutation with a 20% mutation range, and binary tournament selection. An EDA is used with a population size of 20 and 5 elites. Feature selection was performed 30 times. The two GECs were limited to 500 function evaluations for each run. We then average the accuracy and percentage of features used for each run.

The results for these experiment are provided in Table I-IV. The top of each table shows the feature extraction technique used and the baseline accuracy that was obtained with 100% of the features from that dataset. The first column shows the algorithm that was used in the experiment. The second column in each table describes the percentage of accuracy obtained when the best features from the validation set were applied to the test set. This column is formatted as best accuracy followed by average accuracy in parenthesis. The fourth column describes the percentage of features that remained after training. The final column describes the Equivalency Class (EC) of each algorithm as it applies to the % of features kept by that algorithm.

In Table I we show the results on a source identification experiment using the O. de Vel style feature extractor. These results show significant improvement over the baseline accuracies while using less than 50.00% of the total features. The best accuracy was achieved by the GEFeWS – EDA algorithm. This gave us accuracies of 42.46% accuracy while using 49.41% of the features. This algorithm however was in the second EC based on percentage of features. The lowest percentage of features used by an algorithm was shown using GEFeS – SSGA with only 37.90%.

In Table II we show the results on a source identification experiment using the uni-gram style feature extractor. These results show an improvement over the baseline accuracies while using less than 63.00% of the total features. The best accuracy was achieved by the GEFeS – EDA algorithm with 51.01% accuracy and only 62.98% of the features. However, GEFeS – SSGA was in a class of its own based on feature reduction with only 46.91% of the features needed.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>O. de Vel Style Feature Extractor</th>
<th>Test Set Baseline: 13.04%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy %</td>
<td>Average % Features</td>
</tr>
<tr>
<td>GEFeS – SSGA</td>
<td>52.17 (41.45)%</td>
<td>37.90%</td>
</tr>
<tr>
<td>GEFeS – EDA</td>
<td>56.52 (42.17)%</td>
<td>42.80%</td>
</tr>
<tr>
<td>GEFeWS – SSGA</td>
<td>56.52 (41.88)%</td>
<td>41.45%</td>
</tr>
<tr>
<td>GEFeWS – EDA</td>
<td>60.87 (42.46)%</td>
<td>49.41%</td>
</tr>
</tbody>
</table>

Source: identification Results using the O. de Vel style feature extractor

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Uni-Gram Style Feature Extractor</th>
<th>Test Set Baseline: 39.13%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy %</td>
<td>Average % Features</td>
</tr>
<tr>
<td>GEFeS – SSGA</td>
<td>60.87 (47.54)%</td>
<td>46.91%</td>
</tr>
<tr>
<td>GEFeS – EDA</td>
<td>65.22 (51.01)%</td>
<td>62.98%</td>
</tr>
<tr>
<td>GEFeWS – SSGA</td>
<td>60.87 (46.09)%</td>
<td>56.11%</td>
</tr>
<tr>
<td>GEFeWS – EDA</td>
<td>65.22 (49.13)%</td>
<td>60.84%</td>
</tr>
</tbody>
</table>

Source: identification results using the uni-gram style feature extractor

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>O. de Vel Style Feature Extractor</th>
<th>Test Set Baseline: 65.22%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy %</td>
<td>Average % Features</td>
</tr>
<tr>
<td>GEFeS – SSGA</td>
<td>82.61 (73.19)%</td>
<td>38.19%</td>
</tr>
<tr>
<td>GEFeS – EDA</td>
<td>91.30 (74.64%)</td>
<td>35.14%</td>
</tr>
<tr>
<td>GEFeWS – SSGA</td>
<td>86.96 (74.93%)</td>
<td>42.96%</td>
</tr>
<tr>
<td>GEFeWS – EDA</td>
<td>86.96 (75.80%)</td>
<td>41.35%</td>
</tr>
</tbody>
</table>

Malware association results using the O. de Vel style feature extractor

In Table III we show the results on a malware association experiment using the O. de Vel style feature extractor.
These results show an improvement over the baseline accuracies while using less than 42.00% of the total features. The best accuracy was achieved by the GEFeWS – EDA algorithm. This gave us accuracies of 75.80% accuracy while using only 41.35% of the features. All four algorithms were in the same EC based on percentage of features, but it can be seen that GEFeS – EDA has the lowest average using only 35.14%.

In Table IV we show the results on an malware association experiment using the uni-gram style feature extractor. These results show a slight improvement over the baseline accuracies while using less that 57.00% of the total features. The best accuracy was achieved by the GEFeWS – SSGA algorithm. This gave us accuracies of 74.20% accuracy while using 49.37% of the features. This algorithm is in the same EC, based on percentage of features used, as GEFeS – SSGA which used the fewest features on average.

In all cases we show that these feature extractors work well on classifying the source of HTML code and its association with malware. We also show that the four algorithms we applied can improve accuracy as well as reduce the number of features needed for classification.

### TABLE IV: MALWARE ASSOCIATION RESULTS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Uni-Gram Style Feature Extractor</th>
<th>Test Set Baseline: 69.57%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy%</td>
<td>Average %</td>
</tr>
<tr>
<td>GEFeS – SSGA</td>
<td>91.30 (70.43)%</td>
<td>39.23%</td>
</tr>
<tr>
<td>GEFeS – EDA</td>
<td>86.96 (73.04)%</td>
<td>50.98%</td>
</tr>
<tr>
<td>GEFeWS – SSGA</td>
<td>91.30 (74.20)%</td>
<td>49.37%</td>
</tr>
<tr>
<td>GEFeWS – EDA</td>
<td>86.96 (73.04)%</td>
<td>56.88%</td>
</tr>
</tbody>
</table>

Malware association results using the O. de Vel style feature extractor

---

**VI. DISCUSSION**

There are tools available to alert consumers of potentially malicious websites. The following commercial malware detection tools classify domains using a variety of characteristics. Web of Trust (WOT) [22] works by aggregating the opinions of a global community of millions of users to form a reputation score. McAfee Threat Center [23] uses data obtained by web spam tests, download tests, and IP address reputations. Cisco Lookup [24] uses data from location, network owners, IP address, and email reputation. Google Safe Browsing [25], like our research, tests a number of individual pages on a given domain to determine if malicious content is present. In addition they test if this malicious content is being downloaded and installed without user consent or acts as an intermediary to inject other sites. McAfee Site Advisor [26] uses aggregate data from a number of users as well as data about downloads and links to malicious content. AVG Threat Lab [27] also aggregates data from a community of users. This data includes experience, tags, popularity, timeline of previous malicious content, linked websites, and a map of where, in the world, a user was when they detected malicious content. URLVoid [28] collects data about domain connection including HTTP header size, download data size, and transfer speed. URLVoid also collects data about IP address reputation, global traffic, social activity related to the domain, and checks a number of online blacklists to see if the domain was blacklisted.

We used these tools to see how accurately the classified the instances of our test set. Their accuracy can be compared to our association experiments since the goal of the test is to classify malicious intent. The results of this are shown in Table V.

### TABLE V: COMMERCIAL TOOL CLASSIFICATION RESULTS

<table>
<thead>
<tr>
<th>Tool</th>
<th>McAfee Threat Center</th>
<th>Cisco Lookup</th>
<th>Google Safe Browsing</th>
<th>McAfee Site Advisor</th>
<th>AVG Threat Lab</th>
</tr>
</thead>
<tbody>
<tr>
<td>WOT</td>
<td>91.30%</td>
<td>91.30%</td>
<td>65.22%</td>
<td>47.83%</td>
<td>52.17%</td>
</tr>
<tr>
<td>URLVoid</td>
<td>91.30%</td>
<td>91.30%</td>
<td>65.22%</td>
<td>47.83%</td>
<td>52.17%</td>
</tr>
</tbody>
</table>

Test set classification using commercial tools

**VII. CONCLUSIONS AND FUTURE WORK**

Our results show that GEFeS, in all cases, had better performance in terms of reducing features; however in all but one instance GEFeWS had a higher average accuracy. Our results also show that before feature selection a unigram based feature extractor is better at identifying the authors of HTML code associated with malware than the O. de Vel style feature extractor as well as identifying if the HTML sample is associated with malware. After feature selection both algorithms prove to classify at nearly the same accuracy. This proves that both extractors have features contributing to classification and features that hinder the process. Our results also show that our accuracy on the association experiments can compete with several commercial solutions. URLVoid [28] had the highest accuracy at 95.56% and we came very close to that. We did, however, tie in accuracy with McAfee Threat Center [23] and Cisco Lookup [24] while beating the other commercial tools we tested [22], [25]-[27]. An important distinction we would like to make is that our algorithm does not rely on a community of users and it can search each individual HTML page on a domain. This may be crucial if a respected domain has been infected on a single page. The only other tool we tested that can search individual HTML pages is Google Safe Browsing [25]. In the future we would like to combine the two feature extractors in hopes of increasing accuracy. We would also like to increase the size of our dataset.
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