An Improved Binary Particle Swarm Optimization with Complementary Distribution Strategy for Feature Selection
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Abstract. Feature selection is a preprocessing technique with great importance in the fields of data analysis, information retrieval processing, pattern classification, and data mining applications. It process constitutes a commonly encountered problem of global combinatorial optimization. This process reduces the number of features by removing irrelevant, noisy, and redundant data, thus resulting in acceptable classification accuracy. This paper presents a novel optimization algorithm called complementary binary particle swarm optimization (CBPSO), in which using complementary distribution strategy to improve the search capability of binary particle swarm optimization (BPSO) by facilitates global exploration and local exploitation via complementary particles and original particles, respectively. This complementary approach is introduction new particles ("complementary particles") into the search space, which generated by half of the whole particles selected randomly, and replaces the selected particles when the fitness of the global best particle has not improved for a number of consecutive iterations. In this study, the K-nearest neighbor (K-NN) method with leave-one-out cross-validation (LOOCV) was used to evaluate the quality of the solutions. CBPSO was applied and compared to ten classification problems taken from the literature. Experimental results show that CBPSO simplifies the feature selection process effectively, and either obtains higher classification accuracy or uses fewer features than BPSO and other feature selection methods.
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1. Introduction

Feature selection is a preprocessing technique for effective data analysis. The purpose of feature selection is the selection of optimal subsets, which are necessary and sufficient for solving the problem. Feature selection improves the predictive accuracy of algorithms by reducing the dimensionality, removing irrelevant features, and reducing the amount of data needed for the learning process. This can be done because not all available features are relevant for the classification process. Recently, feature selection has been successfully employed to effectively solve classification problem in various areas, such as pattern recognition [1], data mining [2, 3], and multimedia information retrieval [4, 5], and other areas where feature selection can be applied to. The filter methods and wrapper methods are two general approaches of feature selection. Filter methods define the relevant features without prior classification of the data [6]. Wrapper methods on the other hand incorporate classification algorithms to search for and select relevant features [7]. The wrapper methods generally outperform filter methods in terms of classification accuracy. This CBPSO introduced in this paper belongs to the wrapper method. A high number of selected features do not necessarily translate into high classification accuracy for many pattern classification problems. In some cases, the performance of algorithms devoted to speed and predictive accuracy of the data characterization can even decrease because features may be irrelevant or misleading, or due to spurious correlations. These factors can have a negative
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impact on the classification process during the learning stage. Ideally, feature selection method reduces the cost of feature measurement, and increase classifier efficiency and classification accuracy.

The present study proposes a novel optimization algorithm for feature selection called complementary binary particle swarm optimization (CBPSO). In CBPSO, we employ the strategy of complementary distribution particles in the search space to improve the search efficiency of original BPSO. Complementary particles are introduced into the search space if the fitness of gbest is not improved (i.e. unchanged) a number of consecutive iteration. These complementary particles are introduced at complementary positions of the half of whole particles selected randomly and replace the selected particles. The complementary particles will initialize a new search from these complementary positions in search space, and open up new opportunities for finding better solutions, they usually guide the entire swarm to promising new regions of the search space by their global exploration. In our study, the K-nearest neighbor method (K-NN) with leave-one-out cross-validation (LOOCV) based on Euclidean distance calculations was used to evaluate the quality of solutions for ten classification problems taken from the literature. Experimental results show that CBPSO simplifies the feature selection process effectively, and either obtains higher classification accuracy or uses fewer features than BPSO and other feature selection methods.

2. Method

2.1. Binary Particle Swarm Optimization (BPSO)

PSO is a population based optimization tool, which was originally introduced as an optimization technique for real-number spaces. In PSO, each particle is analogous to an individual “fish” in a school of fish. A swarm consists of N particles moving around a D-dimensional search space. The process of PSO is initialized with a population of random particles and the algorithm then searches for optimal solutions by continuously updating generations. Each particle makes use of its own memory and knowledge gained by the swarm as a whole to find the best solution. The position of the ith particle can be represented by \( x_i = (x_{i1}, x_{i2}, ..., x_{iD}) \) and called gbest. At each generation, the position and velocity of the ith particle are updated by pbesti and gbest in the swarm. However, many optimization problems occur in a space featuring discrete, qualitative distinctions between variables and between levels of variables. For this reason, Kennedy and Eberhart introduced binary PSO (BPSO), which can be applied to discrete binary variables. In a binary space, a particle may move to near corners of a hypercube by flipping various numbers of bits; thus, the overall particle velocity may be described by the number of bits changed per iteration [8]. In BPSO, each particle is initialized with a population of random particles and the algorithm then searches for optimal solutions by continuously updating generations. Each particle makes use of its own memory and knowledge gained by the swarm as a whole to find the best solution. The position of the ith particle can be represented by \( x_i = (x_{i1}, x_{i2}, ..., x_{iD}) \) and called gbest. At each generation, the position and velocity of the ith particle are updated by pbesti and gbest in the swarm. However, many optimization problems occur in a space featuring discrete, qualitative distinctions between variables and between levels of variables. For this reason, Kennedy and Eberhart introduced binary PSO (BPSO), which can be applied to discrete binary variables. In a binary space, a particle may move to near corners of a hypercube by flipping various numbers of bits; thus, the overall particle velocity may be described by the number of bits changed per iteration [8]. In BPSO, each particle is updated can be based on the following equations:

\[
\begin{align*}
    v_{id}^{new} &= w \times v_{id}^{old} + c_1 \times r_1 \times (pbest_{id} - x_{id}^{old}) + c_2 \times r_2 \times (gbest - x_{id}^{old}) \\
    & \quad \text{if } v_{id}^{new} \leq V_{max} V_{min} \text{ then } v_{id}^{new} = \text{max} (V_{min}, \min (V_{max}, v_{id}^{new}), V_{min}) \\
    & \quad \text{if } \left( r_1 < S(v_{id}^{old}) \right) \text{ then } x_{id}^{new} = 1 \text{ else } x_{id}^{new} = 0 
\end{align*}
\]

In these equations, \( w \) is the inertia weight that controls the impact of the previous velocity of a particle on its current one, \( r_1, r_2, \text{and } r_3 \) are random numbers between \( (0, 1) \), and \( c_1 \) and \( c_2 \) are acceleration constants, which control how far a particle will move in a single generation. Velocities \( v_{id}^{old} \) and \( v_{id}^{new} \) denote the velocities of the new and old particle, respectively. \( x_{id}^{old} \) is the current particle position, and \( x_{id}^{new} \) is the new, updated particle position. In Eq. 2, particle velocities of each dimension are tried to a maximum velocity \( V_{max} \). If the sum of accelerations causes the velocity of that dimension to exceed \( V_{max} \), then the velocity of that dimension is limited to \( V_{max} \). \( V_{max} \) and \( V_{min} \) are user-specified parameters (in our case \( V_{max} = 6, V_{min} = -6 \)). The position of particles after updating is calculated by the function \( S(v_{id}^{old}) \) (Eq. 3) [9]. If \( S(v_{id}^{old}) \) is larger than \( r_3 \), then its position value is represented by \{1\} (meaning this position is selected for the next update). If \( S(v_{id}^{old}) \) is smaller than \( r_3 \), then its position value is represented by \{0\} (meaning this position is not selected for the next update) [10].

2.2. Complementary Binary Particle Swarm Optimization (CBPSO)
The principal task of complementary strategy is assistance in the particles, which are trapped in a local optimal, on to a new region of the search space, and thus to facilitates global exploration. In CBPSO, a particle swarm is randomly initialized in a first step, and the particles are distributed over the D-dimensional search space. The position of each particle is represented in binary string form; the bit value \{0\} and \{1\} represent a non-selected and selected feature, respectively. Each particle is updated by following two values. The first one, pbest, is the best solution (fitness) it has achieved so far. The other value tracked by the BPSO is the global best value gbest obtained so far by all particles in the population. The position and velocity of each particle are updated by Eqs. 1-4. However, according to Eqs. 1-4, each particle will cluster around gbest and will only move a very small distance in the next generation if the distance between gbest and the surrounding particles is small. In order to avoid this premature convergence, complementary particles are introduced and replace the 50% of original particles with selected randomly from the swarm. These complementary particles are essential for the success of a given optimization task. The introduction of complementary particles in CBPSO is simple and can be done without increasing the computational complexity of the process. Complementary particles overcome the inherent defects (premature convergence) of BPSO by initializing a new global search over the entire search space from the complementary position of the 50% particles with selected randomly from the swarm.

2.3. K-Nearest Neighbor (K-NN)

The K-nearest neighbor (K-NN) method is one of the most popular nonparametric methods \([11, 8]\) used for classification of new objects based on attributes and training samples. K-NN consists of a supervised learning algorithm which instantly classifies the result of a query instance based on the majority of the K-nearest neighbor category. The advantage of the K-NN method is that it is simple and easy to implement. K-NN is not negatively affected when training data are large, and indifferent to noisy training data \([11]\). In this study, the feature subset was measured by the leave-one-out cross-validation (LOOCV) of one nearest neighbor (1-NN), and calculated using their Euclidean distance. The pseudo-codes for CBPSO and 1-NN are given below.

<table>
<thead>
<tr>
<th>CBPSO Pseudo-code</th>
<th>1-NN pseudo-code</th>
</tr>
</thead>
<tbody>
<tr>
<td>01: Begin</td>
<td>01: Begin</td>
</tr>
<tr>
<td>02: Randomly initialize particles swarm</td>
<td>02: for i = 1 to sample number of classification problem</td>
</tr>
<tr>
<td>03: while (number of iterations, or the stopping criterion is not met)</td>
<td>03: for j = 1 to sample number of classification problem</td>
</tr>
<tr>
<td>04: Evaluate fitness of particle swarm by 1-NN( )</td>
<td>04: for k = 1 to dimension number of classification problem</td>
</tr>
<tr>
<td>05: for n = 1 to number of particles</td>
<td>05: disti = disti + (dataik – datajk)²</td>
</tr>
<tr>
<td>06: Find pbesti and gbest</td>
<td>06: next k</td>
</tr>
<tr>
<td>07: for d = 1 to number of dimension of particle</td>
<td>07: if disti &lt; nearest then</td>
</tr>
<tr>
<td>08: update the position of particles by Eq. 1-4</td>
<td>08: classi = classj</td>
</tr>
<tr>
<td>09: next d</td>
<td>09: nearest = disti</td>
</tr>
<tr>
<td>10: next n</td>
<td>10: end if</td>
</tr>
<tr>
<td>11: if fitness of gbest is the same three times then</td>
<td>11: next j</td>
</tr>
<tr>
<td>12: for n = 1 to half number of particles</td>
<td>12: next i</td>
</tr>
<tr>
<td>13: for d = 1 to number of dimension of particle</td>
<td>13: for i = 1 to sample number of classification problem</td>
</tr>
<tr>
<td>14: if the position of particles = 1 then</td>
<td>14: if classi = real class of testing data then correct = correct + 1</td>
</tr>
<tr>
<td>15: position of particles = 0</td>
<td>15: end if</td>
</tr>
<tr>
<td>16: end if</td>
<td>16: next i</td>
</tr>
<tr>
<td>17: if the position of particles = 0 then</td>
<td>17: Fitness value = correct / number of testing data</td>
</tr>
<tr>
<td>18: position of particles = 1</td>
<td>18: end</td>
</tr>
<tr>
<td>19: end if</td>
<td></td>
</tr>
<tr>
<td>20: next d</td>
<td></td>
</tr>
<tr>
<td>21: next n</td>
<td></td>
</tr>
<tr>
<td>22: end if</td>
<td></td>
</tr>
<tr>
<td>23: next generation until stopping criterion</td>
<td></td>
</tr>
<tr>
<td>24: end</td>
<td></td>
</tr>
</tbody>
</table>

3. Experimental results and Discussion

In order to investigate the effectiveness and performance of the CBPSO algorithm for classification problems, we chose six classification problems from the literature in our experiment. These data sets were obtained from the UCI Repository \([9]\). The data format is shown in Table 1. Three types of classification problems, small-, medium-, and large-sized groups, were tested. If the number of features is between 10 and 19, the sample group can be considered small; the Wine (WI), Vehicle (VE), and Segmentation (SE) problems constitute such small sample groups. If the number of features is between 20 and 49, the sample group test problems are of medium size. Groups in this category included the WDBC and Ionosphere (IO) problems. If the number of features is greater than 50, the test problems are large sample group problems; this group included the Sonar (SO) problem. The 1-NN method with leave-one-out cross-validation ...
(LOOCV) was used to evaluate all data sets. Employing the 1-NN method with LOOCV as a fitness function for CBPSO has two distinct advantages; first, the calculation time can be decreased, and secondly, higher classification accuracy can be obtained. In our experiment, the same conditions were used to compare the performance of GA, HGAs, BPSO and CBPSO algorithms, i.e. population size = 20, and the K = 1 in part of K-Nearest Neighbor. The other parameters of BPSO and CBPSO are set as follows: generations = 100 (maximum number of iterations), w = 1.0, and c1 = c2 = 2 [13]. The number of generations for the SGA, HGAs, BPSO and CBPSO is listed in Table 2. In Table 3, the classification accuracy and selected number of features is shown for the data sets tested with CBPSO and compared to BPSO and other feature selection methods from the literature [14]. In this paper, each data set was executed for 5 runs by the proposed method and this number is the same as Oh et al. used [14]. From Table 3, it can be seen that the classification accuracies of the Wine, Segmentation and WDBC classification problems obtained with CBPSO are 99.44%, 97.92% and 98.24%, respectively. This constitutes an increase of 4% classification accuracy compared to the literature methods shown in Table 3. Fig. 1-a to 1-f plot the number of generations versus the accuracy of BPSO and CBPSO for the six data sets. After several generations, the classification accuracy curve of BPSO usually remains unchanged, this characteristic indicating that BPSO is stuck in a local optimal. However, the classification accuracy achieved by BPSO can further be improved when complementary distribution strategy particles are introduced (CBPSO). Furthermore, from Fig. 1, we can observe the curve of CBPSO is displayed as step shape, and this phenomenon represents the CBPSO has capability to make a breakthrough in a local optimal. In Oh et al. [14], the classification accuracies were measured by the four values D/5, 2D/5, 3D/5, and 4D/5 of the total number of features D. However, the optimal number of features for each test problem is unknown. From the experimental result, it can be concluded that the classification accuracy can not breakthrough if the number of features was constraints during the selection procedure.

4. Conclusions

CBPSO is introduced in which the complementary distribution strategy is applied to perform feature selection and improve the performance of BPSO. The K-NN method with LOOCV served as an evaluator of the CBPSO fitness functions. In CBPSO, complementary particles will initialize a new search from the complementary position of the 50% particles with selected randomly from the swarm when the gbest value stays unchanged after three numbers of iterations. Better solutions can be found via their global exploration, and guiding the entire particle swarm to more promising regions in the search space. The experimental results show that CBPSO simplifies feature selection by reducing the total number of necessarily selected features effectively, and that it obtained the highest in five of six data set test problems compared to BPSO and other feature selection methods from the literature. CBPSO can be used as a preprocessing tool to optimize the feature selection process. From computational complexity and classification accuracy, it can be...
concluded that the proposed CBPSO method demonstrates higher efficiency than the BPSO and other methods. CBPSO could conceivably be applied to problems in other areas in the future.
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